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#### Abstract

We determine the asymptotic behavior of the moments of some singular distributions defined on $[0,1]$, including the Cantor singular function and some special cases of the Riesz-Nagy singular function. We also conduct some numerical studies of the coefficients in the recurrence relation for the orthogonal polynomials generated by the distributions. © 1993 Academic Press, Inc.


## 1. Introduction

A real function defined on $[0,1]$ which is bounded and non-decreasing and whose set of points of increase (called the support of $d x$, or Supp $d x$ ) is infinite is called a distribution. We denote the function by $\alpha(t)$ and define the moments of the function by the Riemann-Stieltjes integral,

$$
\begin{equation*}
c_{n}(\alpha) \equiv c_{n}=\int_{0}^{1} t^{n} d \alpha(t), \quad n=0,1,2, \ldots \tag{1.1}
\end{equation*}
$$

## The integral

$$
\begin{equation*}
\mathscr{L}(f)=\int_{0}^{1} f(t) d x(t) \tag{1.2}
\end{equation*}
$$

can be interpreted as a linear functional on the space of real polynomials. Thus (see $[8,4]$ ), $\mathscr{L}$ generates a system of polynomials $\left\{p_{n}(t)\right\}$ orthogonal with respect to this distribution,

$$
\int_{0}^{1} p_{m}(t) p_{n}(t) d \alpha(t)=\left\{\begin{array}{ll}
0, & m \neq n,  \tag{1.3}\\
h_{n} \neq 0, & m=n,
\end{array} \quad m, n=0,1,2, \ldots,\right.
$$

[^0]$p_{n}(t)$ being a polynomial of exact degree $n$. If we require the coefficient of $t^{n}$ in $p_{n}(t)$ to be 1 (such polynomials are called monic) the polynomials satisfy the recurrence formula
\[

$$
\begin{equation*}
p_{n+1}(t)=\left(t+B_{n}\right) p_{n}(t)-C_{n} p_{n-1}(t), \quad n=1,2, \ldots . \tag{1.4}
\end{equation*}
$$

\]

Important in the study of such polynomials is the Gram determinant,

$$
G_{n}=\left|\begin{array}{cccc}
c_{0} & c_{1} & \cdots & c_{n}  \tag{1.5}\\
c_{1} & c_{2} & \cdots & c_{n+1} \\
\cdots & \ldots & \ldots & \cdots \\
c_{n} & c_{n+1} & \cdots & c_{2 n}
\end{array}\right|, \quad n=0,1,2, \ldots
$$

The formula in [5, Vol. 2, p. 159] yields the explicit construction for $C_{n}$ in terms of these determinants,

$$
\begin{equation*}
C_{n}=G_{n} G_{n-2} / G_{n \ldots 1}^{2}, \quad n=2,3, \ldots \tag{1.6}
\end{equation*}
$$

One of the major problems in the theory of orthogonal polynomials is to determine the asymptotic behavior as $n \rightarrow \infty$ of the coefficient $B_{n}$ and $C_{n}$, particularly $C_{n}$. Several results of this type have been given. ${ }^{1}$ Perhaps the most complete account of the situation to date is the result due to Rakhmanov, Máté, and Nevai [13], which states that if
(i) $\alpha(t)$ is strictly increasing and
(ii) has a derivative that is positive almost everywhere, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} C_{n}=1 / 16 \tag{1.7}
\end{equation*}
$$

Recently some interest has been expressed in the case where $\alpha(t)$ is a pathological distribution, for instance, a function which is not absolutely continuous. Interesting examples of such functions are the so-called singular distributions, where $\alpha^{\prime}(t)$ exists and is zero almost everywhere. It may even be that the support of $d \alpha$ is not denumerable. A number of such functions are known to measure theorists and are found in the standard works, such as [10]. The asymptotic properties of $C_{n}$, even for the simplest of these functions, are unknown. The Cantor function violates both conditions of the result above.

[^1]It is known that singular distributions, and their corresponding orthogonal polynomials, may be defined for very large classes of Cantorlike sets, called Julia sets. Among those who have done work in this area are Bessis, Geronimo, Moussa, Hardin, and Van Assche; see Refs. [2, 9, 13] and the references given in these papers. In particular, these authors have studied the equilibrium measure associated with the set. But there is a difficulty in relating their work to the situations we study, since the equilibium measure of the Cantor set is not the classical Cantor function. In fact, the Cantor function is a somewhat artificial-though simple and interesting-function to study. J. Geronimo has studied the equilibrium measure of a Julia set generated by a polynomial, whereas in our cases we work directly on the singular distribution-not necessarily the equilibrium distribution-of a compact set.

Functions more exotic than the Cantor-like functions are the RieszNagy distributions discussed in Section 4. They are strictly increasing (unlike the Cantor function). Yet their derivatives exist and are zero almost everywhere. These distributions violate only one condition of the above theorem. Certainly they are not the equilibrium measure of the support [0, 1]; see Van Assche [13, p. 24].

One would expect the asymptotic behavior of the $C_{n}$ for singular distributions to be more obscure than that described by (1.7). The numerics we have generated confirm that expectation.

In this paper we limit our aims somewhat and determine the asymptotic behavior not of $C_{n}$ but of the moments $c_{n}$ for these singular functions. The behavior of $C_{n}$ can conceivably be extracted from the expression (1.6) although, at present, we do not have the techniques available to do this. However, we do provide numerical values for $C_{n}$ for those functions we discuss and make a conjecture about the behavior of $C_{n}$ for general singular distributions. At any rate, the asymptotics of the moments themselves, $c_{n}$, are interesting.

## 2. Formulation of the Results

In this paper we use the notation $f(x, d x)$ for the exponential generating function of the moment sequence $\left\{c_{n}\right\}$,

$$
\begin{equation*}
f(x, d \alpha):=\sum_{n=0}^{\infty} \frac{x^{n} c_{n}}{n!} \tag{2.1}
\end{equation*}
$$

Our approach in all cases is to determine closed form expressions for $f(x)$ and to use contour integration and Mellin transform techniques to establish the asymptotic behavior of $c_{n}$. A good survey of asymptotic
analysis based on the Mellin transform is in Wong's book [16]. For the application of the Mellin transform to singular distributions arising from Julia sets, see [2]. Since $f$ is entire, the Darboux method (which presupposes a finite radius of convergence for $f$ ) cannot be used and, as is typical in such situations, our computations are very involved. We have tried to keep this work organized by presenting our results as a series of lemmas, some of them interesting in their own right. Our major results are the following:

Theorem 1. Let $c_{n}$ be the nth moment of the Cantor function; then

$$
\begin{equation*}
c_{n} \sim 2^{1 / 2-(3 \ln 2) /(2 \ln 3)} n^{-\ln 2 / \ln 3} e^{-2 H(n)}, \quad n \rightarrow \infty \tag{2.2}
\end{equation*}
$$

where

$$
\begin{align*}
H(x)= & \frac{1}{2 \pi i} \sum_{m=-\infty}^{\infty} \frac{1}{m} 2^{-1+2 m \pi i / \ln 3}\left(1-2^{2 m \pi i / \ln 3}\right) \\
& \times \zeta\left(1-\frac{2 m \pi i}{\ln 3}\right) \Gamma\left(1-\frac{2 m \pi i}{\ln 3}\right) x^{2 m \pi i / \ln 3} \tag{2.3}
\end{align*}
$$

Theorem 2. If $c_{n}$ denotes the nth moment of the Riesz-Nagy function (see Section 4) with respect to a constant sequence $\{\tau\}$, then

$$
\begin{equation*}
c_{n} \sim\left(\frac{2}{1-\tau}\right)^{1 / 2} \exp \left(\frac{a E^{\prime}(1)}{\ln 2}\right) e^{-a M(n)} n^{-\ln (1+a) / \ln 2}, \tag{2.4}
\end{equation*}
$$

where

$$
\begin{gather*}
a=\frac{1+\tau}{1-\tau}, \quad E^{\prime}(1)=\int_{0}^{\infty} \frac{\ln x}{e^{x}+a} d x, \\
M(x)=\frac{1}{2 \pi i} \sum_{m=-\infty}^{\infty}, \quad \frac{E(1-2 m \pi i / \ln 2)}{m} x^{2 m \pi i / \ln 2} . \tag{2.5}
\end{gather*}
$$

The $E(s)$ above is defined as

$$
\begin{equation*}
E(s)=\int_{0}^{\infty} \frac{x^{s-1}}{e^{x}+a} d x \tag{2.6}
\end{equation*}
$$

Note that both $H(x)$ and $M(x)$ in the above are real functions for $x>0$ and are periodic in the variable $\log x$.

For many singular distributions it is known that the moments oscillate with $n$ (see [2]). For the above distributions this is also the case, and the
oscillation is reflected in the factors involving $H(x)$ and $M(x)$, respectively. We suspect that this is a general feature of singular distributions, although we do not know how to prove it. This behavior provides a striking contrast with what happens for absolutely continuous distributions; the moments are then ultimately monotonic.

A referee has observed that the fact that the moments of the Cantor function drop off like $n^{-\ln 2 / n 3}$ reflects the fact that the local measure dimension around the point 1 is $\ln 2 / \ln 3$, i.e.,

$$
\begin{equation*}
\lim _{\rho \rightarrow 0} \frac{\ln \mu\left(B_{\rho}(1)\right)}{\ln \rho}=\frac{\ln 2}{\ln 3}, \tag{2.7}
\end{equation*}
$$

where $\mu$ is the measure defined by the distribution and $B_{\rho}(x)$ is the ball centered at $x$, radius $\rho$. See [7] for another definition of dimension.

Intuitively it is clear that only the behavior of the distribution near the point in its support farthest from 0 ( 1 in our cases) can be relevant to the asymptotic behavior of the moments. One would suspect that in general the drop-off rate of the moments is bounded above by the local measure dimension about this point. The drop-off rate of moments of the Riesz-Nagy singular distribution is like $n^{-\ln (1+a) / \ln 2}$, which can be very small if $a$ is large. Note $\ln (1+a) / \ln 2$ is the local measure dimension of the distribution at 1 . This confirms our speculation.

## 3. The Cantor Function

Let $\alpha(t)$ denote the well-known Cantor function ${ }^{2}$ defined on $[0,1]$. Standard facts about this function are that it is continuous, symmetric about $\frac{1}{2}$, satisfies the functional equation

$$
\begin{array}{ll}
\text { (i) } \alpha\left(\frac{t}{3}\right)=\frac{1}{2} \alpha(t), & 0 \leqslant t \leqslant 1 ; \\
\text { (ii) } \alpha\left(\frac{t+2}{3}\right)=\frac{1}{2}+\frac{\alpha(t)}{2}, & 0 \leqslant t \leqslant 1 ; \tag{3.2}
\end{array}
$$

and its moments,

$$
\begin{equation*}
c_{n}:=\int_{0}^{1} t^{n} d x(t), \tag{3.3}
\end{equation*}
$$

[^2]satisfy the recurrence relation,
\[

$$
\begin{equation*}
c_{n}=\frac{1}{2\left(3^{n}-1\right)} \sum_{j=0}^{n-1}\binom{n}{j} 2^{n-j} c_{j}, \quad n=1,2, \ldots, c_{0}=1 \tag{3.4}
\end{equation*}
$$

\]

Finally, the derivative of $\alpha(t)$ exists when $t$ is in the complement of the Cantor set and is zero there. Thus $\alpha^{\prime}(t)=0$ almost everywhere. The support of the function is the Cantor set.

Lemma 3.1. The exponential generating function for $c_{n}$ satisfies the functional equation

$$
\begin{equation*}
f(x)=\frac{e^{2 x / 3}+1}{2} f\left(\frac{x}{3}\right) \tag{3.5}
\end{equation*}
$$

and we have the infinite product representation

$$
\begin{equation*}
f(x)=\prod_{k=1}^{\infty}\left(\frac{e^{2 x / 3^{k}}+1}{2}\right) \tag{3.6}
\end{equation*}
$$

Proof. The first equation follows by an elementary power series argument, using the recurrence (3.1). The second follows by iterating the functional equation in the usual way.
$f(x)$ is an entire function with zeros at the points

$$
\begin{equation*}
P=\left\{\left.\frac{3^{k}(2 m+1) \pi i}{2} \right\rvert\, m \in Z, k \in \mathbf{N}\right\} . \tag{3.7}
\end{equation*}
$$

We have

$$
\begin{equation*}
\frac{c_{n}}{n!}=\frac{1}{2 \pi i} \oint_{C} \frac{f(t)}{t^{n+1}} d t \tag{3.8}
\end{equation*}
$$

$C$ any simple closed contour encircling the origin. We formally compute the critical point of the integrand. Let $g(x):=\ln f(x)-n \ln x$. Using the product representation above we get

$$
\begin{equation*}
g^{\prime}(x)=2 \sum_{k=1}^{\infty} \frac{1}{1+e^{-2 x / /^{k}}} \frac{1}{3^{k}}-\frac{n}{x} . \tag{3.9}
\end{equation*}
$$

The critical points are those satisfying $g^{\prime}(x)=0$.

Lemma 3.2. There exists a unique positive real root $\rho_{n}$ of $g^{\prime}(x)=0$.

Proof. Consider the function

$$
\begin{equation*}
h(x):=2 x \sum_{k=1}^{\infty} \frac{1}{1+e^{-2 x / 3^{k}}} \frac{1}{3^{k}} . \tag{3.10}
\end{equation*}
$$

$h(x)$ is continuous and positive on $(0, \infty)$, and $x / 2 \leqslant h(x) \leqslant x$. Further,

$$
\begin{equation*}
h^{\prime}(x):=2 \sum_{k=1}^{\infty} \frac{1}{1+e^{-2 x / 3^{k}}} \frac{1}{3^{k}}+4 x \sum_{k=1}^{\infty} \frac{e^{-2 x / 3^{k}}}{\left(1+e^{-2 x / 3^{k}}\right)^{2}} \frac{1}{9^{k}}>0 \tag{3.11}
\end{equation*}
$$

so $h(x)$ is strictly increasing to infinity as $x \rightarrow \infty$. Thus there is a unique positive root of $h(x)=n$.

Lemma 3.3.

$$
\rho_{n}=n+\frac{\ln 2}{\ln 3}\left(1+\frac{F(n)}{\ln 2}\right)+o(1)
$$

where

$$
\begin{align*}
F(x)= & \sum_{m=-\infty}^{\infty} 2^{2 m \pi i / \ln 3}\left(1-2^{2 m \pi i / \ln 3}\right) \\
& \times \zeta\left(1-\frac{2 m \pi i}{\ln 3}\right) \Gamma\left(1-\frac{2 m \pi i}{\ln 3}\right) x^{2 m \pi i / \ln 3} \tag{3.12}
\end{align*}
$$

Here the "prime" signifies that the term corresponding to $m=0$ is dropped.

Remark. $\quad F(x)$ is real for $x>0$ and is periodic in the variable $\ln x$.
Proof. Clearly $\rho_{n} \rightarrow \infty$ as $n \rightarrow \infty$. We have

$$
\begin{equation*}
2 \sum_{k=1}^{x} \frac{1}{1+e^{-2 \rho_{n} / 3^{k}}} \frac{1}{3^{k}}=\frac{n}{\rho_{n}} . \tag{3.13}
\end{equation*}
$$

But, by the Lebesgue dominated convergence theorem,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} 2 \sum_{k=1}^{\infty} \frac{1}{1+e^{-2 \rho_{n} / 3^{k}}} \frac{1}{3^{k}}=2 \sum_{k=1}^{\infty} \frac{1}{3^{k}}=1 \tag{3.14}
\end{equation*}
$$

and so $\lim _{n \rightarrow \infty}\left(n / \rho_{n}\right)=1$, or, $\rho_{n}=n+o(n)$. To obtain the second term of $\rho_{n}$ we have to do more work. In fact, we must interrupt our proof for the following

Sublemma.

$$
\begin{equation*}
\sum_{k=1}^{\infty} \frac{e^{-2 n / 3^{k}}}{1+e^{-2 n / 3^{k}}} \frac{1}{3^{k}}=\frac{\ln 2}{2 n \ln 3}\left(1+\frac{F(n)}{\ln 2}\right)+o\left(\frac{1}{n}\right) \tag{3.15}
\end{equation*}
$$

Proof. We remark that the most obvious tool to use here, the EulerMcLaurin summation formula, is not productive because of the difficulty in controlling the error term. Define

$$
\begin{equation*}
I(x)=\sum_{k=1}^{\infty} \frac{e^{-2 x / 3^{k}}}{1+e^{-2 x / 3^{k}}} \frac{1}{3^{k}}, \quad x \in(0, \infty) \tag{3.16}
\end{equation*}
$$

Clearly, $I(x)$ satisfies the functional equation

$$
\begin{equation*}
3 I(3 x)=\frac{e^{-2 x}}{1+e^{-2 x}}+I(x) \tag{3.17}
\end{equation*}
$$

We show that $I(x)=O(\ln x / x)$ as $x \rightarrow \infty$. The argument is elementary. The maximum of

$$
\begin{equation*}
\frac{e^{-2 x / 3^{k}}}{1+e^{-2 x / 3^{k}}} \frac{1}{3^{k}} \tag{3.18}
\end{equation*}
$$

as a continuous function of $k$ occurs at $k=\ln (2 x) / \ln 3$. (Here $x$ is considered a large fixed number.) Thus

$$
\begin{align*}
I(x) & =\sum_{1 \leqslant k \leqslant[\ln 2 x / \ln 3]}+\sum_{k \geqslant[\ln 2 x / \ln 3]+1} \\
& =I_{1}+I_{2} . \tag{3.19}
\end{align*}
$$

The first sum is less than or equal to the number of terms times the maximum term, so

$$
\begin{equation*}
I_{1} \leqslant\left.\left[\frac{\ln 2 x}{\ln 3}\right] \frac{e^{-2 x / 3^{k}}}{1+e^{-2 x / 3^{k}}} \frac{1}{3^{k}}\right|_{k=\ln 2 x / \ln 3}=O\left(\frac{\ln x}{x}\right) \tag{3.20}
\end{equation*}
$$

while $I_{2}$ consists of decreasing terms,

$$
\begin{align*}
I_{2} & \leqslant \int_{[\ln 2 x / \ln 3]+1}^{\infty} \frac{e^{-2 x / 3^{k}}}{1+e^{-2 x / 3^{k}}} \frac{1}{3^{k}} d k+\left.\frac{e^{2 x / 3^{k}}}{1+e^{-2 x / 3^{k}}} \frac{1}{3^{k}}\right|_{k=[\ln 2 x / \ln 3]+1}, \\
& \leqslant \int_{[\ln 2 x / \ln 3]+1}^{\infty} e^{-2 x / 3^{k}} \frac{1}{3^{k}} d k+O\left(\frac{1}{x}\right)=O\left(\frac{1}{x}\right) \tag{3.21}
\end{align*}
$$

Thus $I(x)=O(\ln x / x)$ and so its Mellin transform exists. We define

$$
\begin{equation*}
\hat{I}(s):=\int_{0}^{\infty} I(x) x^{s-1} d x, \quad 0<\operatorname{Re} s<1 \tag{3.22}
\end{equation*}
$$

the convergence being absolute and uniform on any compact subset of the vertical strip. Thus the transform is analytic in the strip. The functional equation for $I(x)$ in (3.17) gives

$$
\begin{align*}
3 \cdot 3^{-s} \hat{I}(s) & =\int_{0}^{\infty} \frac{e^{-2 x} x^{s-1}}{1+e^{-2 x}} d x+\hat{I}(s), \\
\hat{I}(s) & =\frac{1}{3^{-s+1}-1} \int_{0}^{\infty} \frac{e^{-2 x} x^{s-1}}{1+e^{-2 x}} d x . \tag{3.23}
\end{align*}
$$

The integral above may be identified in terms of the Riemann zeta function (see [5, Vol. 1]). We have

$$
\begin{equation*}
\hat{I}(s)=\frac{2^{-s}\left(1-2^{1-s}\right)}{\left(3^{-s+1}-1\right)} \zeta(s) \Gamma(s) . \tag{3.24}
\end{equation*}
$$

By the Mellin inversion theorem we have

$$
\begin{equation*}
I(x)=\frac{1}{2 \pi i} \int_{\sigma-i \infty}^{\sigma+i x} \frac{2^{-s}\left(1-2^{1-s}\right)}{\left(3^{-s+1}-1\right)} \zeta(s) \Gamma(s) x^{-s} d s, \quad 0<\sigma<1 . \tag{3.25}
\end{equation*}
$$

The integrand above is analytic in the right half plane except for the simple poles at $s=1-2 m \pi i / \ln 3, m \in \mathbf{Z}$. We consider integration along a rectangle with vertices

$$
\left(-i \frac{2\left(j+\frac{1}{2}\right) \pi i}{\ln 3}+\sigma,-i \frac{2\left(j+\frac{1}{2}\right) \pi i}{\ln 3}+\sigma^{\prime}, i \frac{2\left(j+\frac{1}{2}\right) \pi i}{\ln 3}+\sigma, i \frac{2\left(j+\frac{1}{2}\right) \pi i}{\ln 3}+\sigma^{\prime}\right),
$$

where $\sigma^{\prime}>1$ and $j$ is a large positive integer. If we use the Laurent expansion of $\zeta(s)$ about $s=1$,

$$
\begin{equation*}
\zeta(s)=\frac{1}{s-1}+\gamma+O(s-1) \tag{3.26}
\end{equation*}
$$

we see the residue at $s=1$ is $-\ln 2 /(2 x \ln 3)$ and the residue at $s=1-2 m \pi i / \ln 3(m \neq 0)$ is

$$
\frac{-1}{2 x \ln 3} 2^{2 m \pi i / \ln 3}\left(1-2^{2 m \pi i / \ln 3}\right) \zeta\left(1-\frac{2 m \pi i}{\ln 3}\right) \Gamma\left(1-\frac{2 m \pi i}{\ln 3}\right) x^{2 m \pi i \ln 3}
$$

Two important facts about the special functions occurring in the integrand are
(i) $\zeta(s)=O(t)$ if $\operatorname{Re} s \geqslant \delta, \delta>0$.
(ii) $\Gamma(s)=O\left(e^{(\pi / 2--s)|t|}\right)$, where $t=\operatorname{Im} s,|t| \rightarrow \infty$, provided $\operatorname{Re} s>0$.

For these statements see Watson's book [14]. By passing to the limit as $j \rightarrow \infty$ we can justify

$$
\begin{equation*}
I(x)=\frac{\ln 2}{2 x \ln 3}\left(1+\frac{F(x)}{\ln 2}\right)+\frac{1}{2 \pi i} \int_{\pi^{\prime}-i x}^{\sigma^{\prime}+i x} \frac{2^{-v}\left(1-2^{1-v}\right)}{\left(3^{-s+1}-1\right)} \zeta(s) \Gamma(s) x^{-s} d s . \tag{3.27}
\end{equation*}
$$

Because of the exponential decrease of $\Gamma(s)$ at $\sigma^{\prime} \pm i \infty$, the integral above is easily shown to be $O\left(x^{-\sigma}\right)$. Setting $x=n$ finishes the proof of the sublemma.

We continue the proof of Lemma 3.3. Set $\rho_{n}=n+d_{n}$, with $d_{n}=o(n)$. Putting this into (3.13) gives

$$
\begin{equation*}
2 n \sum_{k=1}^{\infty} \frac{1}{1+e^{-2\left(n+d_{n}\right) / 3^{k}}} \frac{1}{3^{k}}+2 d_{n} \sum_{k=1}^{\infty} \frac{1}{1+e^{-2\left(n+d_{n}\right) 3^{k}}} \frac{1}{3^{k}}=n . \tag{3.28}
\end{equation*}
$$

We consider the error

$$
\begin{align*}
\mid \sum_{k=1}^{\infty} & \frac{1}{\left.1+e^{2\left(n+d_{n}\right) 3^{k}} \frac{1}{3^{k}}-\sum_{k=1}^{\infty} \frac{1}{1+e^{-2 n / 3^{k}}} \frac{1}{3^{k}} \right\rvert\,} \\
& \leqslant\left|\sum_{k=1}^{\infty} \frac{e^{2\left(n+d_{n}\right) / 3^{k}}-e^{-2 n / 3^{k}}}{\left(1+e^{-2\left(n+d_{n}\right) / 3^{k}}\right)\left(1+e^{-2 n / 3^{k}}\right)} \frac{1}{3^{k}}\right| \\
& \leqslant\left|\sum_{k=1}^{\infty} \frac{\left(2 d_{n} / 3^{k}\right) e^{-2\left(n+\theta d_{n}\right) 3^{k}}}{\left(1+e^{2\left(n+d_{n}\right) \cdot 3^{k}}\right)\left(1+e^{-2 n / 3^{k}}\right)} \frac{1}{3^{k}}\right| \\
& \leqslant o(n)\left|\sum_{k=1}^{\infty} \frac{e^{e n / 3^{k}}}{1+e^{2 n / 3^{k}}} \frac{1}{9^{k}}\right|, \tag{3.29}
\end{align*}
$$

where, by the mean value theorem, $|\theta|<1$, and for some $0<\varepsilon<1$. By the same method as that employed in the sublemma, one can show that

$$
\begin{equation*}
\sum_{k=1}^{\infty} \frac{e^{e n / 3^{k}}}{1+e^{2 n / 3^{k}}} \frac{1}{9^{k}}=O\left(\frac{1}{n^{2}}\right) \tag{3.30}
\end{equation*}
$$

Thus the error, that is, the left-hand side of $(3.29)$, is $o(1 / n)$. Equation (3.28) becomes

$$
\begin{align*}
& 2 n\left(\sum_{k=1}^{\infty} \frac{1}{1+e^{-2 n / 3^{k}}} \frac{1}{3^{k}}+o\left(\frac{1}{n}\right)\right) \\
& +2 d_{n}\left(\sum_{k=1}^{\infty} \frac{1}{1+e^{-2 n / 3^{k}}} \frac{1}{3^{k}}+o\left(\frac{1}{n}\right)\right)=n . \tag{3.31}
\end{align*}
$$

Now

$$
\begin{align*}
\sum_{k=1}^{\infty} \frac{1}{1+e^{-2 n / 3^{k}} \frac{1}{3^{k}}} & =\frac{1}{2}+\sum_{k=1}^{\infty}\left(\frac{1}{1+e^{-2 n \cdot 3^{k}}}-1\right) \frac{1}{3^{k}} \\
& =\frac{1}{2}-\sum_{k=1}^{\infty}\left(\frac{e^{-2 n / 3^{k}}}{1+e^{-2 n / 3^{k}}}\right) \frac{1}{3^{k}} \\
& =\frac{1}{2}-\left(\frac{\ln 2}{2 n \ln 3}\left(1+\frac{F(n)}{\ln 2}\right)+o\left(\frac{1}{n}\right)\right) \tag{3.32}
\end{align*}
$$

by the sublemma. Putting this into (3.31) gives

$$
\begin{equation*}
n-\frac{\ln 2}{\ln 3}\left(1+\frac{F(n)}{\ln 2}\right)+o(1)+d_{n}+o\left(d_{n}\right)=n \tag{3.33}
\end{equation*}
$$

or

$$
\begin{equation*}
d_{n}=\frac{\ln 2}{\ln 3}\left(1+\frac{F(n)}{\ln 2}\right)+o(1) \tag{3.34}
\end{equation*}
$$

as claimed.
We now return to the estimation of the Cauchy integral, (3.8). Although we know the asymptotics of $\rho_{n}$, we cannot directly apply the result of Evgrafov [6, p. 23, Theorem 5], because the conditions are not satisfied. What is required is a rescaling and a deformation of contour. We have

$$
\begin{equation*}
\frac{c_{n}}{n!}=\frac{1}{2 \pi i} \frac{1}{\rho_{n}^{n}} \oint_{c} \frac{f\left(\rho_{n} x\right)}{x^{n+1}} d x, \tag{3.35}
\end{equation*}
$$

where $C$ is any simple closed curve encircling the origin.
Lemma 3.4.

$$
\begin{equation*}
\frac{1}{2 \pi i} \oint_{C} \frac{f\left(\rho_{n} x\right)}{x^{n+1}} d x=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{f\left(\rho_{n}(1+i y)\right)}{(1+i y)^{n+1}} d y \tag{3.36}
\end{equation*}
$$

Proof. We take $C$ to consist of a left half-circle $C_{3}$ centered at the origin of radius $R$ and the two horizontal line segments, $C_{2}$ and $C_{4}$, joining this to the vertical line $C_{1}:(1-i R, 1+i R)$, i.e., the usual contour encountered in Laplace transform theory. Thus

$$
\begin{equation*}
\frac{1}{2 \pi i} \oint_{C_{C}}(*)=\frac{1}{2 \pi i} \int_{C_{1}}(*)+\frac{1}{2 \pi i} \int_{C_{2}}(*)+\frac{1}{2 \pi i} \int_{C_{3}}(*)+\frac{1}{2 \pi i} \int_{C_{4}}(*) \tag{3.37}
\end{equation*}
$$

Now

$$
\begin{equation*}
\left|\int_{C_{3}} \frac{f\left(\rho_{n} x\right)}{x^{n+1}} d x\right| \leqslant \int_{\pi / 2}^{3 \pi / 2} \frac{\left|f\left(\rho_{n} R e^{i \theta}\right)\right|}{R^{n}} d \theta \tag{3.38}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|f\left(\rho_{n} R e^{i \theta}\right)\right|=\left|\prod_{k=1}^{\infty}\left(\frac{e^{2 \rho_{n} R e^{i \theta} / 3^{k}}+1}{2}\right)\right| \leqslant \prod_{k=1}^{\infty}\left(\frac{e^{2 \rho_{n} R \cos \theta / 3^{k}}+1}{2}\right) \tag{3.39}
\end{equation*}
$$

Since $\pi / 2 \leqslant \theta \leqslant 3 \pi / 2,-1 \leqslant \cos \theta \leqslant 0$, so $0 \leqslant e^{2 \rho_{n} R \cos \theta / 3^{k}} \leqslant 1$. Thus

$$
\begin{equation*}
\left|f\left(\rho_{n} R e^{i \theta}\right)\right| \leqslant \prod_{k=1}^{\infty}\left(\frac{1+1}{2}\right)=1 \tag{3.40}
\end{equation*}
$$

This implies that $\int_{C_{3}}\left(f\left(\rho_{n} x\right) / x^{n+1}\right) d x \rightarrow 0$ as $R \rightarrow \infty$. Next we have

$$
\begin{align*}
\left|\int_{c_{2}} \frac{f\left(\rho_{n} x\right)}{x^{n+1}} d x\right| & =\left|\int_{0}^{1} \frac{f\left(\rho_{n}(\xi+i R)\right)}{(\xi+i R)^{n+1}} d \xi\right| \\
& \leqslant\left|\int_{0}^{1} \frac{\left|f\left(\rho_{n}(\xi+i R)\right)\right|}{\left(\xi^{2}+R^{2}\right)^{(n+1 / 2}} d \xi\right| \leqslant \int_{0}^{1} \frac{\left|f\left(\rho_{n}(\xi+i R)\right)\right|}{R^{n+1}} d \xi \tag{3.41}
\end{align*}
$$

But

$$
\begin{align*}
\left|f\left(\rho_{n}(\xi+i R)\right)\right| & =\left|\prod_{k=1}^{\infty}\left(\frac{e^{2 \rho_{n}(\xi+i R) / 3^{k}}+1}{2}\right)\right| \\
& \leqslant \prod_{k=1}^{\infty}\left(\frac{e^{2 \rho_{n} \xi / 3^{k}}+1}{2}\right)=f\left(\rho_{n} \xi\right) \tag{3.42}
\end{align*}
$$

which is independent of $R$. Thus

$$
\begin{equation*}
\left|\int_{C_{2}} \frac{f\left(\rho_{n} x\right)}{x^{n+1}} d x\right| \leqslant \frac{1}{R^{n+1}} \int_{0}^{1} f\left(\rho_{n} \xi\right) d \xi \tag{3.43}
\end{equation*}
$$

and this approaches 0 as $R \rightarrow \infty . \int_{C_{4}}(*)$ can be handled in the same way.

Taking the limit as $R \rightarrow \infty$ gives

$$
\begin{equation*}
\frac{1}{2 \pi i} \oint_{c} \frac{f\left(\rho_{n} x\right)}{x^{n+1}} d x=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{f\left(\rho_{n}(1+i y)\right)}{(1+i y)^{n+1}} d y \tag{3.44}
\end{equation*}
$$

We now write

$$
\begin{align*}
& \frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{f\left(\rho_{n}(1+i y)\right)}{(1+i y)^{n+1}} d y \\
& \quad=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \exp \left\{\ln f\left(\rho_{n}(1+i y)\right)-n \ln (1+i y)\right\} \frac{d y}{1+i y} \tag{3.45}
\end{align*}
$$

Define

$$
\begin{equation*}
J_{n}(y)=\ln f\left(\rho_{n}(1+i y)\right)=\sum_{k=1}^{\infty} \ln \left(\frac{e^{2 \rho_{n}(1+i y) 3^{k}}+1}{2}\right) \tag{3.46}
\end{equation*}
$$

We split the integral into two parts,

$$
\begin{align*}
\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{f\left(\rho_{n}(1+i y)\right)}{(1+i y)^{n+1}} d y= & \frac{1}{2 \pi} \int_{|y| \leqslant n^{-\varepsilon}} \exp \left\{J_{n}(y)-n \ln (1+i y)\right\} \frac{d y}{1+i y} \\
& +\frac{1}{2 \pi} \int_{|y| \geqslant n^{-\varepsilon}} \frac{f\left(\rho_{n}(1+i y)\right)}{(1+i y)^{n+1}} d y \\
= & S_{1}+S_{2} . \tag{3.47}
\end{align*}
$$

where $\frac{1}{3}<\varepsilon<\frac{1}{2}$.
In turns out that the major contribution comes from $S_{1} . S_{2}$ is negligible in comparison. We first study the asymptotics of $S_{1}$.

Lemma 3.5. (i) The function $J_{n}(y)$ is analytic in the unit disk $|y|<1$;
(ii) the Taylor expansion of $J_{n}(y)$ at $y=0$ is

$$
\begin{equation*}
J_{n}(y)=\ln f\left(\rho_{n}\right)+2 i p_{n} y\left(\sum_{k=1}^{\infty} \frac{1}{3^{k}\left(1+e^{-2 \rho_{n} / 3^{k}}\right)}\right)+\sum_{j=2}^{\infty} a_{j}(n) y^{j} \tag{3.48}
\end{equation*}
$$

where the coefficients $a_{j}(n)$ have for $j \geqslant 2$ the behavior

$$
\begin{equation*}
a_{j}(n)=O\left(2^{j}\right), \quad n \rightarrow \infty \tag{3.49}
\end{equation*}
$$

the implicit constant being independent of $j$ and $n$.

Proof. (i) As previously remarked, the zero set of $f(x)$ is $\left\{3^{k}(2 m+1) \pi i / 2 \mid m \in Z, k \in \mathbf{N}\right\}$. Thus the zero set of $f\left(\rho_{n}(1+i y)\right)$ is $\left\{3^{k}(2 m+1) \pi / 2 \rho_{n}+i \mid m \in Z, k \in \mathbf{N}\right\}$. We conclude that $J_{n}(y)$ is analytic in the unit disk.
(ii) By Cauchy's theorem,

$$
\begin{equation*}
a_{j}(n)=\frac{1}{2 \pi i} \oint_{C} \frac{J_{n}(y)}{y^{j+1}} d y \tag{3.50}
\end{equation*}
$$

where $C$ is a simple closed contour contained in the unit disk which encircles the origin.

Doing a two-fold integration by parts gives

$$
\begin{equation*}
a_{j}(n)=\frac{-2}{\pi i j(j-1)} \oint_{C} y^{j+1}\left(\sum_{k=1}^{\infty} \frac{\rho_{n}^{2} e^{-2 \beta_{n}(1+i) / 3^{k}}}{\left(1+e^{-2 \rho_{n}(1+i n) / 3^{k}}\right)^{2}} \frac{1}{9^{k}}\right) d y \tag{3.51}
\end{equation*}
$$

To estimate $a_{j}(n)$, we choose the contour $C=\left\{y| | y \left\lvert\,=\frac{1}{2}\right.\right\}$. We first estimate the quantity within the parenthesis in the second integral above. The method is essentially that used to establish the sublemma. We define

$$
\begin{equation*}
K(x):=\sum_{k=1}^{\infty} \frac{e^{-2 x / 3^{k}}}{\left(1+e^{2 x / 3^{k}}\right)^{2}} \frac{1}{9^{k}} \tag{3.52}
\end{equation*}
$$

First, take $x$ to be a positive variable. Then

$$
\begin{equation*}
K(x) \leqslant \sum_{k=1}^{x} \frac{e^{-2 x / 3^{k}}}{\left(1+e^{-2 x / 3^{k}}\right)} \frac{1}{3^{k}}=I(x) \tag{3.53}
\end{equation*}
$$

We already know that $I(x)=O(\ln x / x)$ as $x \rightarrow \infty$. Thus $K(x)=O(\ln x / x)$. This estimate guarantees the existence of the Mellin transform of $K(x)$, at least for $0<\operatorname{Re} s<1$. It is easily verified that $K(x)$ satisfies the functional equation

$$
\begin{equation*}
9 K(3 x)=\frac{e^{-2 x}}{\left(1+e^{2 x}\right)^{2}}+K(x) \tag{3.54}
\end{equation*}
$$

Define

$$
\begin{equation*}
\hat{K}(s)=\int_{0}^{\infty} K(x) x^{s-1} d x, \quad 0<\operatorname{Re} s<1 \tag{3.55}
\end{equation*}
$$

Then from (3.54) we have

$$
\begin{equation*}
\hat{K}(s)=\frac{1}{3^{2-s}-1} \int_{0}^{\infty} \frac{e^{-2 x} x^{s-1}}{\left(1+e^{-2 x}\right)^{2}} d x \tag{3.56}
\end{equation*}
$$

Integration by parts in the integral formula for the Riemann zeta function gives

$$
\begin{equation*}
\left(1-2^{1-s}\right) \zeta(s)=\frac{1}{\Gamma(s+1)} \int_{0}^{\infty} \frac{e^{x} x^{s}}{\left(e^{x}+1\right)^{2}} d x \tag{3.57}
\end{equation*}
$$

and identifying this with (3.56) shows

$$
\begin{equation*}
\hat{K}(s)=\frac{2^{-s}\left(1-2^{2-s}\right)}{3^{2-s}-1}(s-1) \zeta(s-1) \Gamma(s-1) . \tag{3.58}
\end{equation*}
$$

Inverting the Mellin transform gives

$$
\begin{equation*}
K(x)=\frac{1}{2 \pi i} \int_{\sigma-i \infty}^{\sigma+i \infty} \frac{2^{-x}\left(1-2^{2-s}\right)}{3^{2-s}-1} \zeta(s-1) \Gamma(s) x^{-s} d s, \quad 0<\sigma<1 \tag{3.59}
\end{equation*}
$$

Clearly, the integrand is analytic in the right half plane $\operatorname{Re} s>0$ except for simple poles at $s=2-2 m \pi i / \ln 3, m \in \mathbf{Z}$. If we translate the contour to the right, say, making it a vertical line at 3 , we correct by evaluating residues. The entire procedure can be justified by a method similar to that used in the sublemma. The result is

$$
\begin{equation*}
K(x)=\frac{\ln 2}{4 x^{2} \ln 3}\left(1+\frac{G(x)}{\ln 2}\right)+\widetilde{K}(x), \tag{3.60}
\end{equation*}
$$

where

$$
\widetilde{K}(x)=\frac{1}{2 \pi} \int_{-x}^{\infty} \frac{2^{-3-i t}\left(1-2^{-1-i t}\right)(2+i t)}{3^{-1-i t}-1} \zeta(2+i t) \Gamma(2+i t) x^{-3-i t} d t
$$

and

$$
G(x)=\sum_{m=-\infty}^{\infty} 2^{2 m \pi i / n n}\left(1-2^{2 m \pi i \ln 3}\right) \zeta\left(1-\frac{2 m \pi i}{\ln 3}\right) \Gamma\left(2-\frac{2 m \pi i}{\ln 3}\right) x^{2 m \pi i \ln 3}
$$

Two simple facts about $G(x)$ are
(i) $G(x)$ is analytic in $\operatorname{Re} x>0$.
(ii) $G(x)$ is bounded on $x>0$.

Now write $x=\alpha+i \beta$. By analytic continuation (3.60) is valid in $\operatorname{Re} x>0$. We let $x=\rho_{n}(1+i y)$ as in (3.51) with $y$ on the contour $C=\left\{y \| y \left\lvert\,=\frac{1}{2}\right.\right\}$. Then

$$
\begin{equation*}
\left|\Gamma(2+i t)\left(\rho_{n}(1+i y)\right)^{-3-i t}\right|=\rho_{n}^{-3}|\Gamma(2+i t)|\left|e^{-3-i t \ln (1+i y)}\right| . \tag{3.61}
\end{equation*}
$$

Since $y \in C,|\arg (1+i y)| \leqslant \pi / 6$. Thus

$$
\begin{align*}
\left|\Gamma(2+i t)\left(\rho_{n}(1+i y)\right)^{-3-i t}\right| & =\rho_{n}^{-3} O\left(e^{-(\pi-\varepsilon) \mid t / 2}\right) \cdot O\left(e^{r \arg (1+i y)}\right) \\
& =O\left(\rho_{n}^{-3} e^{-(\pi / 3-\varepsilon)|t|}\right), \tag{3.62}
\end{align*}
$$

where the order estimate is uniformly good for all $y$. Thus

$$
\begin{equation*}
\left|\widetilde{K}\left(\rho_{n}(1+i y)\right)\right|=O\left(\rho_{n}^{-3}\right) \tag{3.63}
\end{equation*}
$$

Putting (3.63) back in (3.60) gives
$K\left(\rho_{n}(1+i y)\right)=\frac{\ln 2}{4 \ln 3} \rho_{n}^{-2}(1+i y)^{-2}\left(1+\frac{G\left(\rho_{n}(1+i y)\right)}{\ln 2}\right)+O\left(\rho_{n}^{-3}\right)$.
Note that from the definition in (3.60) it is not hard to see that $\left|G\left(\rho_{n}(1+i y)\right)\right| \leqslant c \forall y$ with $|y|=\frac{1}{2}$. Hence $\left|K\left(\rho_{n}(1+i y)\right)\right|=O\left(\rho_{n}^{-2}\right)$, where the big $O$ constant holds uniformly for $y \in\left\{y\left||y|=\frac{1}{2}\right\}\right.$. Using (3.64) to rewrite (3.51) gives

$$
\begin{align*}
a_{j}(n) & =\frac{-2}{\pi i j(j-1)} \oint_{C} y^{-j+1} K\left(\rho_{n}(1+i y)\right) \rho_{n}^{2} d y \\
& =O\left(2^{j}\right) \tag{3.65}
\end{align*}
$$

The Taylor expansion of $J_{n}(y)-n \ln (1+i y)$ at $y=0$ is

$$
\begin{align*}
J_{n}(y)-n \ln (1+i y)= & \ln f\left(\rho_{n}\right)+\left(a_{2}(n)-\frac{n}{2}\right) y^{2}+\sum_{j=3}^{\infty} a_{j}(n) y^{j} \\
& -n \sum_{k=3}^{\infty} \frac{(-1)^{k-1} i^{k}}{k} y^{k} . \tag{3.66}
\end{align*}
$$

We use Lemma 3.5.

$$
\begin{align*}
|y| & \leqslant n^{-\varepsilon} \Rightarrow J_{n}(y)-n \ln (1+i y) \\
& =\ln f\left(\rho_{n}\right)+\left(a_{2}(n)-\frac{n}{2}\right) y^{2}+O\left(n^{-3 \varepsilon}\right)+O\left(n^{1-3 \varepsilon}\right) \\
& =\ln f\left(\rho_{n}\right)+\left(a_{2}(n)-\frac{n}{2}\right) y^{2}+O\left(n^{1-3 \varepsilon}\right) . \tag{3.67}
\end{align*}
$$

Thus

$$
\begin{align*}
S_{1} & =\frac{1}{2 \pi} \int_{-n^{-\epsilon}}^{n^{-\varepsilon}} \exp \left\{\ln f\left(\rho_{n}\right)+\left(a_{2}(n)-\frac{n}{2}\right) y^{2}+O\left(n^{1-3 \varepsilon}\right)\right\} d y \\
& =\frac{1}{2 \pi} \int_{-n^{-\varepsilon}}^{n^{-\varepsilon}} \exp \left\{\ln f\left(\rho_{n}\right)+\left(a_{2}(n)-\frac{n}{2}\right) y^{2}\right\}\left(1+O\left(n^{1-3 \varepsilon}\right)\right) d y \\
& =\frac{f\left(\rho_{n}\right)}{2 \pi} \int_{-n^{-\varepsilon}}^{n^{-\varepsilon}} \exp \left\{\left(a_{2}(n)-\frac{n}{2}\right) y^{2}\right\} d y\left(1+O\left(n^{1-3 \varepsilon}\right)\right) \\
& =\frac{f\left(\rho_{n}\right)}{2 \pi}\left(\frac{1}{\sqrt{n / 2-a_{2}(n)}} \int_{-n^{-\varepsilon+1 / 2}}^{n^{-\kappa+1 / 2}} e^{-y^{2}} d y\right)\left(1+O\left(n^{1-3 \varepsilon}\right)\right) \\
= & \frac{f\left(\rho_{n}\right)}{2 \pi}\left(\frac{1}{\sqrt{n / 2-a_{2}(n)}} \int_{-\infty}^{\infty} e^{-y^{2}} d y\right. \\
& \left.-\frac{1}{\sqrt{n / 2-a_{2}(n)}} \int_{|y| \geqslant n^{-\varepsilon+1 / 2}} e^{-y^{2}} d y\right)\left(1+O\left(n^{1-3 \varepsilon}\right)\right) \\
\sim & \frac{f\left(\rho_{n}\right)}{\sqrt{2 \pi n}}, \tag{3.68}
\end{align*}
$$

the last step following because $\frac{1}{3}<\varepsilon<\frac{1}{2}$. We have proved

## Lemma 3.6.

$$
\begin{equation*}
S_{1} \sim \frac{f\left(\rho_{n}\right)}{\sqrt{2 \pi n}} \tag{3.69}
\end{equation*}
$$

We next establish

Lemma 3.7.

$$
\begin{equation*}
f\left(\rho_{n}\right) \sim 2^{1 / 2-(3 \ln 2)(2 \ln 3)} e^{\ln 2 / \ln 3} e^{n} n^{-\ln 2 / \ln 3} e^{F(n) / \ln 3-2 H(n)}, \tag{3.70}
\end{equation*}
$$

where

$$
\begin{aligned}
H(x)= & \frac{1}{2 \pi i} \sum_{m=-\infty}^{\infty} \frac{1}{m} 2^{-1+2 m \pi i / \mathrm{n} 3}\left(1-2^{2 m \pi i / \mathrm{ln} 3}\right) \\
& \times \zeta\left(1-\frac{2 m \pi i}{\ln 3}\right) \Gamma\left(1-\frac{2 m \pi i}{\ln 3}\right) x^{2 m \pi i \ln 3},
\end{aligned}
$$

and $F(n)$ is defined in Lemma 3.3.

Remark. $H(x)$ is real for $x>0$ and is periodic in the variable $\ln x$.
Proof. Consider

$$
\begin{align*}
f(x) & =\prod_{k=1}^{\infty}\left(\frac{e^{2 x / 3^{k}}+1}{2}\right) . \\
\frac{d}{d x} \ln f(x) & =2 \sum_{k=1}^{\infty} \frac{1}{1+e^{-2 x / 3^{k}} \frac{1}{3^{k}}} \\
& =1-2 \sum_{k=1}^{\infty} \frac{e^{-2 x / 3^{k}}}{1+e^{-2 x / 3^{k}}} \frac{1}{3^{k}} . \tag{3.71}
\end{align*}
$$

The last summation is just the $I(x)$ which appeared in (3.16). Thus, according to (3.25), we have

$$
\begin{equation*}
\frac{d}{d x} \ln f(x)=1-\frac{1}{\pi i} \int_{\sigma \cdots \infty}^{\sigma+i x} \frac{2^{-s}\left(1-2^{1-s}\right)}{\left(3^{-s+1}-1\right)} \zeta(s) \Gamma(s) x^{-s} d s, \quad 0<\sigma<1 . \tag{3.72}
\end{equation*}
$$

Now $\zeta(s)=O(|t|)$ if $0<\operatorname{Re} s<1$ and $\Gamma(s)$ is still $O\left(e^{-(\pi-\varepsilon)|t| / 2}\right)$. Pick an $a$ such that $0<a<1$. We integrate both sides of (3.72) from $a$ to $x$ to obtain

$$
\begin{align*}
\ln f(x)-\ln f(a)= & x-a-\frac{1}{\pi i} \int_{a}^{x} d \xi \int_{\sigma-i \infty}^{\sigma+i \infty} \frac{2^{-s}\left(1-2^{1-s}\right)}{\left(3^{-s+1}-1\right)} \zeta(s) \Gamma(s) \zeta^{-s} d s \\
= & x-a-\frac{1}{\pi i} \int_{\sigma-i \infty}^{\sigma+i \infty} \frac{2^{-s}\left(1-2^{1-s}\right)}{\left(3^{-s+1}-1\right)} \zeta(s) \Gamma(s) \frac{x^{-s+1}-a^{-s+1}}{-s+1} d s \\
= & x-a-\frac{1}{\pi i} \int_{\sigma-i \infty}^{\sigma+\infty} \frac{2^{-x-}\left(1-2^{1-s}\right)}{\left(3^{-s+1}-1\right)} \zeta(s) \Gamma(s) \frac{x^{-s+1}}{-s+1} d s \\
& +\frac{1}{\pi i} \int_{\sigma-i \infty}^{\sigma+i \infty} \frac{2^{-s}\left(1-2^{1-s}\right)}{\left(3^{-s+1}-1\right)} \zeta(s) \Gamma(s) \frac{a^{-s+1}}{-s+1} d s . \tag{3.73}
\end{align*}
$$

We now let $a \rightarrow 0^{+}$. The integral on the right immediately above goes to 0 because $0<\sigma<1$. Note also that $f(0)=1$. Hence in the limit we have

$$
\begin{equation*}
\ln f(x)=x-\frac{1}{\pi i} \int_{\sigma-i \infty}^{\sigma+i \infty} \frac{2^{-s}\left(1-2^{1-s}\right)}{\left(3^{-s+1}-1\right)} \zeta(s) \Gamma(s) \frac{x^{-s+1}}{1-s} d s \tag{3.74}
\end{equation*}
$$

The integrand has a pole of order 2 at $s=1$ and a simple pole at $s=1-2 m \pi i / \ln 3$, for each nonzero $m \in \mathbf{Z}$. We translate the contour to the right of 1 and compensate by selecting the residues at the poles. An elementary but lengthy computation gives

$$
\begin{equation*}
\operatorname{Res}(s=1)=\frac{-\ln 2}{2 \ln 3} \ln x+\frac{\ln 2 \ln 3-3 \ln ^{2} 2}{4 \ln 3} \tag{3.75}
\end{equation*}
$$

and

$$
\begin{aligned}
\operatorname{Res}\left(s=1-\frac{2 m \pi i}{\ln 3}\right)= & \frac{-1}{2 m \pi i} 2^{-1+2 m \pi i / \ln 3}\left(1-2^{2 m \pi i \ln 3}\right) \\
& \times \zeta\left(1-\frac{2 m \pi i}{\ln 3}\right) \Gamma\left(1-\frac{2 m \pi i}{\ln 3}\right) x^{2 m \pi i / \ln 3} .
\end{aligned}
$$

Consequently,

$$
\begin{align*}
\ln f(x)= & x-2\left(\frac{\ln 2}{2 \ln 3} \ln x-\frac{\ln 2 \ln 3-3 \ln ^{2} 2}{4 \ln 3}\right. \\
& \left.+H(x)+\frac{1}{2 \pi i} \int_{\sigma^{\prime}-i \infty}^{\sigma^{\prime}+i \infty}(*) d s\right) \tag{3.76}
\end{align*}
$$

and the integral above is $O\left(x^{1-\sigma^{\prime}}\right)$, by arguments similar to those used previously. Substituting $\rho_{n}$ for $x$ and using Lemma 3.3 plus doing a little algebra give

$$
f\left(\rho_{n}\right) \sim 2^{1 / 2-(3 \ln 21 /(2 \ln 3)} e^{\ln 2 / \ln 3} e^{n} n^{-\ln 2 / \ln 3} e^{F(n) / \ln 3-2 H\left(\rho_{n}\right)} .
$$

Now by the mean value theorem we have $H\left(\rho_{n}\right)-H(n)=\left(\rho_{n}-n\right) H^{\prime}\left(\xi_{n}\right)$, where $\xi_{n}$ is between $\rho_{n}$ and $n$. It is easy to see that $\left|H^{\prime}\left(\xi_{n}\right)\right|=O\left(1 / \xi_{n}\right)$. Hence by Lemma 3.3 we have $H\left(\rho_{n}\right)-H(n)=O(1 / n)$ and the lemma follows.

We now turn to $S_{2}$. Note that

$$
\begin{equation*}
\left|f\left(\rho_{n}(1+i y)\right)\right|=\left|\prod_{k=1}^{\infty} \frac{e^{2 \rho_{n}(1+i y) / 3^{k}}+1}{2}\right| \leqslant \prod_{k=1}^{\infty} \frac{e^{2 \rho_{n} / 3^{k}}+1}{2}=f\left(\rho_{n}\right) . \tag{3.77}
\end{equation*}
$$

Putting the inequality into the integral definition of $S_{2}$ gives

$$
\begin{align*}
\left|S_{2}\right| & \leqslant \frac{f\left(\rho_{n}\right)}{\pi} \int_{n^{-\varepsilon}}^{\infty} \frac{d y}{\left(1+y^{2}\right)^{(n+1) / 2}}=\frac{f\left(\rho_{n}\right)}{\pi} \int_{n^{-\varepsilon}}^{\infty} \frac{d y}{\left(1+y^{2}\right)^{(n-1) / 2}\left(1+y^{2}\right)} \\
& \leqslant \frac{f\left(\rho_{n}\right)}{\pi} \frac{1}{\left(1+n^{-2 \varepsilon}\right)^{(n-1) / 2}} \int_{0}^{\infty} \frac{d y}{\left(1+y^{2}\right)} . \tag{3.78}
\end{align*}
$$

Now for $n$ sufficiently large

$$
\begin{equation*}
\left(1+n^{-2 \varepsilon}\right)^{(n-1 / / 2}=\exp \left(\frac{n-1}{2} \ln \left(1+n^{-2 \varepsilon}\right)\right) \geqslant \exp \left(\frac{1}{3} n^{1-2 \varepsilon}\right) \tag{3.79}
\end{equation*}
$$

Our original choice of $\varepsilon$ in (3.47) implies $1-2 \varepsilon>0$. Thus

$$
\begin{align*}
\left|S_{2}\right| & =O\left(f\left(\rho_{n}\right) e^{-n^{1-2 / / 3}}\right) \\
& =o\left(S_{1}\right) \tag{3.80}
\end{align*}
$$

Assembling everything from Lemmas 3.5, 3.6, and 3.7 and using the fact that

$$
\begin{align*}
\rho_{n}^{n} & =n^{n}\left(1+\frac{\ln 2}{n \ln 3}\left(1+\frac{F(n)}{\ln 2}\right)+o\left(\frac{1}{n}\right)\right)^{n} \\
& \sim n^{n} e^{(\ln 2 / \ln 3)(1+F(n) / \ln 2)}, \tag{3.81}
\end{align*}
$$

and employing Stirling's formula give our final result.
Theorem 1.

$$
\begin{equation*}
c_{n} \sim 2^{1 / 2-(3 \ln 2) /(2 \ln 3)} n^{-\ln 2 / \ln 3} e^{-2 H(n)}, \quad n \rightarrow \infty \tag{3.82}
\end{equation*}
$$

## 4. The Riesz-Nagy Functions

The Riesz-Nagy functions are a class of functions indexed by a real sequence $\tau=\left\{\tau_{n}\right\}, 0<\tau_{n}<1, n=0,1,2, \ldots$; see [10, p. 278]. Since many are unfamiliar with this class, we give the construction.

We define inductively a sequence of continuous functions $F_{n}(\tau, t) \equiv F_{n}(t)$ as follows. Let $F_{0}(t)=t$, define $F_{1}(0)=0, F_{1}(1)=1, F_{1}\left(\frac{1}{2}\right)=\left(\left(1-t_{1}\right) / 2\right)$. $0+\left(\left(1+t_{1}\right) / 2\right) \cdot 1$, and define $F_{1}$ to be linear on $\left[0, \frac{1}{2}\right]$ and $\left[\frac{1}{2}, 1\right]$.

Suppose that $F_{0}, F_{1}, \ldots, F_{n}$ have been defined. We then define

$$
\begin{array}{rlrl}
F_{n+1}\left(\frac{k}{2^{n}}\right)= & F_{n}\left(\frac{k}{2^{n}}\right), & k=0,1, \ldots, 2^{n} ; \\
F_{n+1}\left(\frac{2 k+1}{2^{n+1}}\right)= & \frac{1-\tau_{n+1}}{2} F_{n+1}\left(\frac{k}{2^{n}}\right) & & \\
& +\frac{1+\tau_{n+1}}{2} F_{n+1}\left(\frac{k+1}{2^{n}}\right), & k=0,1, \ldots, 2^{n}-1, \tag{4.1}
\end{array}
$$

$F_{n+1}$ linear in the intervals $\left[\frac{k}{2^{n+1}}, \frac{k+1}{2^{n+1}}\right], \quad k=0,1, \ldots, 2^{n+1}-1$.
Finally, we define the distribution $F(\tau, t)$ by

$$
\begin{equation*}
F(\tau, t) \equiv F(t):=\lim _{n \rightarrow \infty} F_{n}(t) . \tag{4.2}
\end{equation*}
$$

$F$ is continuous, and strictly increasing, and $F^{\prime}(t)=0$ almost everywhere. Thus Supp $d F=[0,1]$ and so $F$ violates only the second condition of Rakhmanov's theorem. The points where $F$ fails to be differentiable are countable, namely, the set $\mathscr{D}$ of dyadic rationals

$$
\begin{equation*}
\mathscr{D}:=\left\{t \in[0,1] \left\lvert\, t=\frac{m}{2^{n}}\right., m \text { odd }\right\} . \tag{4.3}
\end{equation*}
$$

We discuss only the simple case $\tau_{n}=\tau$, a constant sequence.
Lemma 4.1. The function $F(\tau, t) \equiv F(t)$ satisfies the functional equations

$$
\begin{array}{ll}
\text { (i) } \frac{1-\tau}{1+\tau} F(t)+F\left(\frac{1}{2}\right)=F\left(t+\frac{1}{2}\right), & t \in\left[0, \frac{1}{2}\right], \\
\text { (ii) } F\left(\frac{t}{2}\right)=\frac{1+\tau}{2} F(t), & t \in[0,1] . \tag{4.5}
\end{array}
$$

Proof. We show that these equations are satisfied for all members of $\mathscr{D}$. Since $\mathscr{D}$ is dense in $[0,1]$ and $F$ is continuous, the lemma will follow immediately.

We employ induction on $n$, the power of 2 in the denominator of the dyadic rational i.e., the order of the dyadic rational. By the construction of $F$ we have

$$
\begin{equation*}
F\left(\frac{k}{2^{n}}\right)=F_{n}\left(\frac{k}{2^{n}}\right)=F_{n+1}\left(\frac{k}{2^{n}}\right)=\cdots=F_{m}\left(\frac{k}{2^{n}}\right), \quad m \geqslant n . \tag{4.6}
\end{equation*}
$$

For $n=1,2$, the truth of (4.4), (4.5) is easily verified. Now assume they are true for all dyadic rationals of order $\leqslant n$. Consider an arbitrary dyadic rational $(2 k+1) / 2^{n+1} \in\left[0, \frac{1}{2}\right]$. Then

$$
\begin{aligned}
F\left(\frac{2 k+1}{2^{n+1}}+\frac{1}{2}\right)= & F\left(\frac{2\left(2^{n-1}+k\right)+1}{2^{n+1}}\right)=F_{n+1}\left(\frac{2\left(2^{n-1}+k\right)+1}{2^{n+1}}\right) \\
= & \frac{1-\tau}{2} F_{n}\left(\frac{2^{n-1}+k}{2^{n}}\right)+\frac{1+\tau}{2} F_{n}\left(\frac{2^{n-1}+k+1}{2^{n}}\right) \\
= & \frac{1-\tau}{2} F\left(\frac{2^{n-1}+k}{2^{n}}\right)+\frac{1+\tau}{2} F\left(\frac{2^{n-1}+k+1}{2^{n}}\right) \\
= & \frac{1-\tau}{2} F\left(\frac{1}{2}+\frac{k}{2^{n}}\right)+\frac{1+\tau}{2} F\left(\frac{1}{2}+\frac{k+1}{2^{n}}\right) \\
& \left(\text { note } \frac{k}{2^{n}} \text { and } \frac{k+1}{2^{n}} \in\left[0, \frac{1}{2}\right]\right)
\end{aligned}
$$

$$
\begin{align*}
&= \frac{1-\tau}{2}\left(\frac{1-\tau}{1+\tau} F\left(\frac{k}{2^{n}}\right)+F\left(\frac{1}{2}\right)\right) \\
&+\frac{1+\tau}{2}\left(\frac{1-\tau}{1+\tau} F\left(\frac{k+1}{2^{n}}\right)+F\left(\frac{1}{2}\right)\right) \\
& \quad \text { (by the induction hypothesis) } \\
&= \frac{(1-\tau)^{2}}{2(1+\tau)} F\left(\frac{k}{2^{n}}\right)+\frac{1-\tau}{2} F\left(\frac{k+1}{2^{n}}\right)+F\left(\frac{1}{2}\right) \\
&= \frac{(1-\tau)^{2}}{2(1+\tau)} F_{n}\left(\frac{k}{2^{n}}\right)+\frac{1-\tau}{2} F_{n}\left(\frac{k+1}{2^{n}}\right)+F\left(\frac{1}{2}\right) \\
&= \frac{1-\tau}{1+\tau}\left(\frac{(1-\tau)}{2} F_{n}\left(\frac{k}{2^{n}}\right)+\frac{1+\tau}{2} F_{n}\left(\frac{k+1}{2^{n}}\right)\right)+F\left(\frac{1}{2}\right) \\
&= \frac{1-\tau}{1+\tau} F_{n+1}\left(\frac{2 k+1}{2^{n+1}}\right)+F\left(\frac{1}{2}\right) \\
&= \frac{1-\tau}{1+\tau} F\left(\frac{2 k+1}{2^{n+1}}\right)+F\left(\frac{1}{2}\right) . \tag{4.7}
\end{align*}
$$

Hence (4.4) is satisfied at $x=(2 k+1) / 2^{n+1}$, and hence by every member of $\mathscr{D}$. Next, we have

$$
\begin{align*}
F\left(\frac{2 k+1}{2^{n+1}}\right) & =F_{n+1}\left(\frac{2 k+1}{2^{n+1}}\right) \\
& =\frac{1-\tau}{2} F_{n}\left(\frac{k}{2^{n}}\right)+\frac{1+\tau}{2} F_{n}\left(\frac{k+1}{2^{n}}\right) \quad(\text { by }(4.1)) \\
& =\frac{1-\tau}{2} F\left(\frac{k}{2^{n}}\right)+\frac{1+\tau}{2} F\left(\frac{k+1}{2^{n}}\right) \\
& =\frac{1-\tau}{2}\left(\frac{1+\tau}{2} F\left(\frac{k}{2^{n-1}}\right)\right)+\frac{1+\tau}{2}\left(\frac{1+\tau}{2} F\left(\frac{k+1}{2^{n-1}}\right)\right) \\
& (\text { by the induction hypothesis) } \\
& =\frac{1+\tau}{2}\left(\frac{1-\tau}{2} F\left(\frac{k}{2^{n-1}}\right)+\frac{1+\tau}{2} F\left(\frac{k+1}{2^{n-1}}\right)\right) \\
& =\frac{1+\tau}{2}\left(\frac{1-\tau}{2} F_{n-1}\left(\frac{k}{2^{n-1}}\right)+\frac{1+\tau}{2} F_{n-1}\left(\frac{k+1}{2^{n-1}}\right)\right) \\
& =\frac{1+\tau}{2} F_{n}\left(\frac{2 k+1}{2^{n}}\right) \quad(\text { by }(4.1)), \\
& =\frac{1+\tau}{2} F\left(\frac{2 k+1}{2^{n}}\right) . \tag{4.8}
\end{align*}
$$

Hence (4.5) is satisfied also at $x=(2 k+1) / 2^{n+1}$, and thus at every member of $\mathscr{I}$. The lemma is proved.

Lemma 4.2. The moments $c_{n}$ satisfy the recurrence relation

$$
\begin{equation*}
c_{n}=\frac{1-\tau}{2\left(2^{n}-1\right)} \sum_{j=0}^{n-1}\binom{n}{j} c_{j}, \quad n=1,2, \ldots . \tag{4.9}
\end{equation*}
$$

Proof. The functional equations in Lemma 4.1 imply

$$
\begin{array}{ll}
\text { (i) } \frac{1-\tau}{1+\tau} d F(t)=d F\left(t+\frac{1}{2}\right), & t \in\left[0, \frac{1}{2}\right] \\
\text { (ii) } d F\left(\frac{t}{2}\right)=\frac{1+\tau}{2} d F(t), & t \in[0,1] \tag{4.10}
\end{array}
$$

We write

$$
\begin{align*}
c_{n} & =\int_{0}^{1} t^{n} d F(t)=\int_{0}^{1 / 2} t^{n} d F(t)+\int_{1 / 2}^{1} t^{n} d F(t)=I_{1}+I_{2}  \tag{4.11}\\
I_{1} & =\int_{0}^{1}\left(\frac{t}{2}\right)^{n} d F\left(\frac{t}{2}\right) \\
& =2^{n}\left(\frac{1+\tau}{2}\right) \int_{0}^{1} t^{n} d F(t) \quad(\text { by }(4.10)) \\
& =2^{n-1}(1+\tau) c_{n} .  \tag{4.12}\\
I_{2} & =\int_{1 / 2}^{1} t^{n} d F(t)=\int_{0}^{t / 2}\left(t+\frac{1}{2}\right)^{n} d F\left(t+\frac{1}{2}\right) \\
& =\int_{0}^{1 / 2} \sum_{j=0}^{n}\binom{n}{j} 2^{-n+i} t^{j} d F\left(t+\frac{1}{2}\right) \\
& =\frac{1-\tau}{1+\tau} \sum_{j=0}^{n}\binom{n}{j} 2^{-n+j} \int_{0}^{1 / 2} t^{j} d F(t) \\
& =\frac{1-\tau}{1+\tau} \sum_{j=0}^{n}\binom{n}{j} 2^{-n+j} \int_{0}^{1}\left(\frac{t}{2}\right)^{j} d F\left(\frac{t}{2}\right) \\
& =\frac{1-\tau}{1+\tau} \sum_{j=0}^{n}\binom{n}{j} 2^{-n} \int_{0}^{1} t^{j} \frac{(1+\tau)}{2} d F(t) \\
& =2^{-n-1}(1-\tau) \sum_{j=0}^{n}\binom{n}{j} c_{j} . \tag{4.13}
\end{align*}
$$

From (4.11) we see that

$$
\begin{equation*}
c_{n}=2^{-n-1}(1+\tau) c_{n}+2^{-n-1}(1-\tau) \sum_{j=0}^{n}\binom{n}{j} c_{j} \tag{4.14}
\end{equation*}
$$

and solving for $c_{n}$ gives the lemma.
Recall that the exponential generating function of $c_{n}$ is $f(x):=$ $\sum_{n=0}^{\infty}\left(c_{n} / n!\right) x^{n}$.

Lemma 4.3. $f(x)$ satisfies the functional equation

$$
\begin{equation*}
f(x)=\left(\frac{(1-\tau) e^{x / 2}+(1+\tau)}{2}\right) f\left(\frac{x}{2}\right) \tag{4.15}
\end{equation*}
$$

and iteration of this equation produces the infinite product representation

$$
\begin{equation*}
f(x)=\prod_{k=1}^{\infty}\left(\frac{(1-\tau) e^{x / 2^{k}}+(1+\tau)}{2}\right) \tag{4.16}
\end{equation*}
$$

Proof. Since $f$ is entire, all the manipulations with power series to follow are valid. Taking a Cauchy product of series gives

$$
\begin{equation*}
e^{x} f(x)=\sum_{n=0}^{\infty} a_{n} x^{n}, \quad a_{n}=\sum_{j=0}^{n} \frac{c_{j}}{j!(n-j)!} . \tag{4.17}
\end{equation*}
$$

Using the recurrence of Lemma 4.2 to express $a_{n}$ gives

$$
\begin{align*}
a_{n} & =\frac{c_{n}}{n!}+\sum_{j=0}^{n-1} \frac{c_{j}}{j!(n-j)!}=\frac{c_{n}}{n!}+\frac{c_{n}}{n!} \frac{2\left(2^{n}-1\right)}{(1-\tau)} \\
& =-\frac{(1+\tau)}{(1-\tau)} \frac{c_{n}}{n!}+\frac{2}{(1-\tau)} \frac{c_{n}}{n!} 2^{n} . \tag{4.18}
\end{align*}
$$

Thus

$$
\begin{align*}
e^{x} f(x) & =\sum_{n=0}^{\infty}\left(-\frac{1+\tau}{1-\tau} \frac{c_{n}}{n!}+\frac{2}{1-\tau} \frac{c_{n}}{n!} 2^{n}\right) x^{n} \\
& =-\frac{1+\tau}{1-\tau} f(x)+\frac{2}{1-\tau} f(2 x) \tag{4.19}
\end{align*}
$$

or

$$
\begin{equation*}
f(2 x)=\left(\frac{(1-\tau) e^{x}+(1+\tau)}{2}\right) f(x) . \tag{4.20}
\end{equation*}
$$

Letting $x \rightarrow x / 2$ gives the first statement in the lemma. Since $f()=1$, iteration yields the second statement.

By the Cauchy integral theorem,

$$
\begin{equation*}
\frac{c_{n}}{n!}=\frac{1}{2 \pi i} \oint_{C} \frac{f(t)}{t^{n+1}} d t \tag{4.21}
\end{equation*}
$$

where $C$ is a simple closed contour enclosing the origin. Let $g(x):=\ln f(x)-n \ln x$.

$$
\begin{equation*}
g(x)=\sum_{k=1}^{\infty} \ln \left(\frac{(1-\tau) e^{x / 2^{k}}+(1+\tau)}{2}\right)-n \ln x . \tag{4.22}
\end{equation*}
$$

Thus

$$
\begin{equation*}
g^{\prime}(x)=\sum_{k=1}^{\infty} 2^{-k}\left(1+\frac{1+\tau}{1-\tau} e^{-x / 2^{k}}\right)^{-1}-\frac{n}{x} . \tag{4.23}
\end{equation*}
$$

The critical points are the roots of the equation $g^{\prime}(x)=0$.
The analysis to follow closely parallels the analysis already done for the Cantor functions. In those cases where the proofs are essentially the same as those in the previous section, we omit the arguments.

Lemma 4.4. There is a unique positive root $\rho_{n}$ of $g^{\prime}(x)=0$, and $\rho_{n} \rightarrow \infty$ as $n \rightarrow \infty$.

Proof. See Lemma 3.2 of the previous section.
Returning to the expression for $g^{\prime}(x),(4.23)$, we see that

$$
\begin{equation*}
\sum_{k=1}^{\infty} \frac{1}{1+((1+\tau) /(1-\tau)) e^{-\rho_{n} / 2^{k}}} \frac{1}{2^{k}}=\frac{n}{\rho_{n}} . \tag{4.24}
\end{equation*}
$$

Since $\rho_{n} \rightarrow \infty$ and

$$
\begin{equation*}
\left|\frac{1}{1+((1+\tau) /(1-\tau)) e^{-p_{n} / 2^{k}}} \frac{1}{2^{k}}\right| \leqslant \frac{1}{2^{k}}, \tag{4.25}
\end{equation*}
$$

by the Lebesgue dominated convergence theorem we have

$$
\begin{equation*}
\frac{n}{\rho_{n}} \sim \sum_{k=1}^{\infty} \frac{1}{2^{k}}=1 \tag{4.26}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\rho_{n}=n+d_{n} \quad \text { with } \quad d_{n}=o(n) . \tag{4.27}
\end{equation*}
$$

We have to interrupt our proof with a
Sublemma.

$$
\begin{equation*}
\sum_{k=1}^{\infty} \frac{e^{-n / 2^{k}}}{1+((1+\tau) /(1-\tau)) e^{-n / 2^{k}}} \frac{1}{2^{k}}=\frac{L(n)}{n \ln 2}+o\left(\frac{1}{n}\right) \tag{4.28}
\end{equation*}
$$

where

$$
\begin{aligned}
& L(x)=\sum_{m=-\infty}^{\infty} E\left(1-\frac{2 m \pi i}{\ln 2}\right) x^{2 m \pi i / \ln 2} \\
& E(s)=\int_{0}^{\infty} \frac{x^{s-1}}{e^{x}+a} d x \quad \text { and } \quad a:=\frac{1+\tau}{1-\tau} .
\end{aligned}
$$

Proof. The proof is quite similar to that of the sublemma of the Cantor case, but it has some individual features. Define

$$
\begin{equation*}
I(x):=\sum_{k=1}^{\infty} \frac{e^{-x / 2^{k}}}{1+((1+\tau) /(1-\tau)) e^{-x / 2^{k}}} \frac{1}{2^{k}} \tag{4.29}
\end{equation*}
$$

We easily find the functional equation

$$
\begin{equation*}
2 I(2 x)=\frac{e^{-x}}{1+((1+\tau) /(1-\tau)) e^{-x}}+I(x) . \tag{4.30}
\end{equation*}
$$

The Mellin transform of $I(x)$ exists for $0<\sigma=\operatorname{Re}(s)<1$. We have
$\hat{I}(x)=\int_{0}^{\infty} I(x) x^{s-1} d x=\frac{1}{2^{-s+1}-1} E(s)$,
$E(s)=\int_{0}^{\infty} \frac{e^{-x} x^{s-1}}{1+((1+\tau) /(1-\tau)) e^{-x}} d x=\int_{0}^{\infty} \frac{x^{s-1}}{e^{x}+((1+\tau) /(1-\tau))} d x$.
In the Cantor case, the corresponding $E(s)$ was expressed in terms of $\Gamma(s)$ and $\zeta(s)$. In that case, the use of familiar properties of these two functions made the analysis straightforward. For this case, however, we need to develop ad hoc properties of $E(s)$ which will enable us to use the Mellin inversion formula. We note that $E(s)$ is analytic in $\operatorname{Re}(s)>0$. Let $s=\sigma+i \lambda$, $\sigma>0, a=(1+\tau) /(1-\tau), 0<\tau<1$.

$$
\begin{align*}
E(s) & =\int_{0}^{\infty} \frac{x^{s-1}}{e^{x}+a} d x=\int_{-\infty}^{\infty} \frac{e^{(\sigma+i \lambda) u}}{e^{e^{u}+a}} d u \\
& =\int_{-\infty}^{\infty} \tilde{E}(u) e^{i \lambda u} d u, \quad \tilde{E}(u):=\frac{e^{\sigma u}}{e^{e^{u}}+a} . \tag{4.32}
\end{align*}
$$

We take $u$ to be a complex variable. We integrate clockwise around a rectangle with vertices ( $-R, R, R+i \delta,-R+i \delta$ ). Note that the denominator of the integrand cannot vanish within the contour if $\delta$ is small enough, since the roots of $\exp \left(e^{z}\right)+a=0$ have imaginary parts $\arg (\ln a \pm i \pi)$. It is easily seen that the contribution over the vertical components of the contour goes to 0 as $R \rightarrow \infty$. Thus

$$
\begin{equation*}
E(s)=\int_{-\infty}^{\infty} \frac{e^{\sigma \xi+i \sigma \delta+i \xi ;-i \delta}}{e^{\tau(\cos \delta+i \sin \delta)}+a} d \xi, \tag{4.33}
\end{equation*}
$$

so

$$
|E(s)| \leqslant e^{-\lambda \delta} \int_{-x}^{\infty} \frac{e^{\sigma \xi}}{\left|e^{\varepsilon \xi(\cos \delta+i \sin \delta)}+a\right|} d \xi
$$

so for $\lambda>0$ we see that there exists a positive number $\delta=\delta(a)$ such that

$$
\begin{equation*}
E(s)=O\left(e^{-\delta|\lambda| \lambda}\right), \quad \lambda \rightarrow \pm \infty . \tag{4.34}
\end{equation*}
$$

If $\lambda<0$, we shift the contour downward instead of upward. Note that the $O$-symbol depends on $a, \delta$, and $\sigma$, but not on $\lambda$.
The order estimate on $E(s)$ enables us to use the Mellin inversion formula. We have

$$
\begin{equation*}
I(x)=\frac{1}{2 \pi i} \int_{\sigma-i x}^{\sigma+i x} \frac{E(s)}{2^{-s+1}-1} x^{-s} d s, \quad 0<\sigma<1 . \tag{4.35}
\end{equation*}
$$

Shifting the contour to the right of 1 we pick up the residues at $s=1-2 m \pi i / \ln 2, m \in \mathbf{Z}$. Thus

$$
\begin{align*}
I(x) & =\frac{L(x)}{x \ln 2}+\frac{1}{2 \pi i} \int_{\sigma^{\prime}-i x}^{\sigma^{\prime}+i x} \frac{E(s)}{2^{-s+1}-1} x^{-s} d s, \quad \sigma^{\prime}>1 \\
& =\frac{L(x)}{x \ln 2}+o\left(\frac{1}{x}\right) . \tag{4.36}
\end{align*}
$$

The proof of the sublemma is completed by noting that

$$
\begin{equation*}
I(n)=\sum_{k=1}^{\infty} \frac{e^{-n / 2^{k}}}{1+((1+\tau) /(1-\tau)) e^{-n / 2^{2}} \frac{1}{2^{k}}} . \tag{4.37}
\end{equation*}
$$

Returning to (4.24), as in Section 3 (see, e.g., (3.29)) we still have

$$
\begin{aligned}
\sum_{k=1}^{\infty} & \frac{1}{1+((1+\tau) /(1-\tau)) e^{-\rho_{n} / 2^{k}}} \frac{1}{2^{k}} \\
& =\sum_{k=1}^{\infty} \frac{1}{1+((1+\tau) /(1-\tau)) e^{-n / 2^{k}}} \frac{1}{2^{k}}+o(1 / n) .
\end{aligned}
$$

Thus

$$
\begin{align*}
& \left(n+d_{n}\right)\left(\sum_{k=1}^{\infty} \frac{1}{1+a e^{-n / 2^{k}}} \frac{1}{2^{k}}+o\left(\frac{1}{n}\right)\right)=n,  \tag{4.38}\\
& n\left(1-a \sum_{k=1}^{\infty} \frac{e^{-n / 2^{k}}}{1+a e^{-n / 2^{k}}} \frac{1}{2^{k}}+o\left(\frac{1}{n}\right)\right)+d_{n}\left(1+O\left(\frac{1}{n}\right)\right)=n \text {, } \tag{4.39}
\end{align*}
$$

and using the sublemma gives

$$
\begin{equation*}
n\left(1-\frac{a L(n)}{n \ln 2}+o\left(\frac{1}{n}\right)\right)+d_{n}+o\left(d_{n}\right)=n \tag{4.40}
\end{equation*}
$$

or

$$
\begin{equation*}
d_{n}=\frac{a L(n)}{\ln 2}+o(1) . \tag{4.41}
\end{equation*}
$$

We have just shown

Lemma 4.5 .

$$
\begin{equation*}
\rho_{n}=n+\frac{a L(n)}{\ln 2}+o(1) \tag{4.42}
\end{equation*}
$$

We write the Cauchy integral formula

$$
\begin{equation*}
\frac{c_{n}}{n!}=\frac{1}{2 \pi i \rho_{n}^{n}} \oint_{c} \frac{f\left(\rho_{n} x\right)}{x^{n+1}} d x \tag{4.43}
\end{equation*}
$$

In much the same way in which the proof was done for the Cantor function we can prove

Lemma 4.6.

$$
\begin{equation*}
\frac{1}{2 \pi i} \oint \frac{f\left(\rho_{n} x\right)}{x^{n+1}} d x=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{f\left(\rho_{n}(1+i y)\right)}{(1+i y)^{n+1}} d y \tag{4.44}
\end{equation*}
$$

Now

$$
\begin{align*}
& \frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{f\left(\rho_{n}(1+i y)\right)}{(1+i y)^{n+1}} d y \\
& \quad=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \exp \left(\ln f\left(\rho_{n}(1+i y)\right)-n \ln (1+i y)\right) \frac{d y}{(1+i y)} . \tag{4.45}
\end{align*}
$$

Let

$$
\begin{equation*}
J_{n}(y)=\ln f\left(\rho_{n}(1+i y)\right)=\sum_{k=1}^{\infty} \ln \left(\frac{(1-\tau) e^{x / 2^{k}}+(1+\tau)}{2}\right) \tag{4.46}
\end{equation*}
$$

We split the integral into two parts,

$$
\begin{align*}
& \frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{f\left(\rho_{n}(1+i y)\right)}{(1+i y)^{n+1}} d y \\
&= \frac{1}{2 \pi} \int_{|y| \leqslant n^{-i}} \exp \left(\ln f\left(\rho_{n}(1+i y)\right)-n \ln (1+i y)\right) \frac{d y}{(1+i y)} \\
& \quad+\frac{1}{2 \pi} \int_{|y| \geqslant n^{-i}} \frac{f\left(\rho_{n}(1+i y)\right)}{(1+i y)^{n+1}} d y=S_{1}+S_{2}, \quad \frac{1}{3}<\varepsilon<\frac{1}{2} . \tag{4.47}
\end{align*}
$$

Lemma 4.7.

$$
\begin{equation*}
S_{1} \sim \frac{f\left(\rho_{n}\right)}{\sqrt{2 \pi n}} \tag{4.48}
\end{equation*}
$$

Proof. The proof is nearly identical to that in the Cantor case, and we omit it.

The result below differs slightly from that for the Cantor case.

## Lemma 4.8.

$$
\begin{equation*}
f\left(\rho_{n}\right) \sim e^{\rho_{n}} \rho_{n}^{-\ln (1+a) / \ln 2} \exp \left(\frac{\ln (1+a)}{2}+\frac{a E^{\prime}(1)}{\ln 2}\right) e^{-a M\left(\rho_{n}\right)}, \tag{4.49}
\end{equation*}
$$

where

$$
M(x)=\frac{1}{2 \pi i} \sum_{m=-\infty}^{\infty} \frac{E(1-2 m \pi i / \ln 2)}{m} x^{2 m \pi i / \ln 2}
$$

Remark. $M(x)$ is real for $x>0$ and is periodic in the variable $\ln x$.
Proof. A little algebra shows that we have

$$
\begin{align*}
\frac{d}{d x} \ln f(x) & =1-\frac{1+\tau}{1-\tau} \sum_{k=1}^{\infty} \frac{e^{x / 2^{k}}}{1+a e^{-x / 2^{2}}} \frac{1}{2^{k}} \\
& =1-\frac{a}{2 \pi i} \int_{\sigma}^{\sigma+i x} \frac{E(s)}{2^{-s+1}-1} x^{*} d s, \quad 0<\sigma<1 \tag{4.50}
\end{align*}
$$

where $E(s)$ is as in (4.32). We now choose a small positive number $b>0$ and integrate with respect to $x$ from $b$ to $x$.

$$
\begin{equation*}
\ln f(x)-\ln f(b)=x-b-\frac{a}{2 \pi i} \int_{\sigma}^{\sigma+i s} \frac{E(s)}{2^{s+1}} \frac{x^{-x+1}-b^{-s+1}}{-s+1} d s \tag{4.51}
\end{equation*}
$$

Since $0<\sigma<1$, $\operatorname{Re}(-s+1)>0$. Therefore in the limit as $b \rightarrow 0^{+}$we have

$$
\begin{equation*}
\ln f(x)=x-\frac{a}{2 \pi i} \int_{\sigma-i x}^{a+i \infty} \frac{E(s)}{2^{s+1}-1} \frac{x^{s+1}}{-s+1} d s, \quad 0<\sigma<1 . \tag{4.52}
\end{equation*}
$$

We now shift the vertical contour to the right of 1 , and at 1 we encounter a pole of order two and a simple pole at $s=1-2 m \pi i / \ln 2$ for each nonzero $m \in \mathbf{Z}$. The residue at $s=1$ is

$$
\begin{equation*}
\operatorname{Res}(s=1)=\frac{-\ln (1+a) \ln x}{a \ln 2}+\left(\frac{\ln (1+a)}{2 a}+\frac{E^{\prime}(1)}{\ln 2}\right), \tag{4.53}
\end{equation*}
$$

and for $m \neq 0$

$$
\operatorname{Res}\left(s=1-\frac{2 m \pi i}{\ln 2}\right)=-\frac{E(1-2 m \pi i / \ln 2)}{2 \pi i m} x^{2 m \pi i / \ln 2}
$$

Therefore

$$
\begin{align*}
\ln f(x) & =x-a\left[-\operatorname{Res}(s=1)+M(x)+\frac{1}{2 \pi i} \int_{\sigma^{\prime}-i x}^{\sigma^{\prime}+i x}(*) d s\right], \quad \sigma^{\prime}>1 \\
& =x-\frac{\ln (1+a) \ln x}{\ln 2}+\left(\frac{\ln (1+a)}{2}+\frac{a E^{\prime}(1)}{\ln 2}\right)-a M(x)+O\left(\frac{1}{\chi^{\sigma^{\prime}-1}}\right) \tag{4.54}
\end{align*}
$$

Thus

$$
\begin{equation*}
f(x)=e^{x} x^{-\ln (1+a) \ln 2} \exp \left(\frac{\ln (1+a)}{2}+\frac{a E^{\prime}(1)}{\ln 2}\right) e^{-a \operatorname{Mg}(x)} \exp \left[O\left(\frac{1}{x^{\sigma^{\prime}-1}}\right)\right], \tag{4.55}
\end{equation*}
$$

and the indicated result follows.
In a similar fashion we can show that $S_{2}=o\left(S_{1}\right)$. Consequently

$$
\begin{align*}
c_{n} & \sim \frac{n!f\left(\rho_{n}\right)}{\rho_{n}^{n} \sqrt{2 \pi n}} \\
& \sim \exp \left(\frac{\ln (1+a)}{2}+\frac{a E^{\prime}(1)}{\ln 2}\right) e^{-a M\left(\rho_{n}\right)} n^{-\ln (1+w) \ln 2} . \tag{4.56}
\end{align*}
$$

Similar to the case of the Cantor function we still have $M\left(\rho_{n}\right)=$ $M(n)+O(1 / n)$. A little bit of algebra gives the following surprising result for the asymptotics of the moments of the Riesz-Nagy function:

Theorem 2.

$$
\begin{align*}
c_{n} \sim & \left(\frac{2}{1-\tau}\right)^{1 / 2} \exp \left(\frac{a E^{\prime}(1)}{\ln 2}\right) e^{-a M(n)} \\
& \cdot n^{\ln (1+a) \ln 2}, \quad a=\frac{1+\tau}{1-\tau}, E^{\prime}(1)=\int_{0}^{\infty} \frac{\ln x}{e^{x}+a} d x . \tag{4.57}
\end{align*}
$$

Note that as $\tau \rightarrow 1^{-}, a \rightarrow \infty$ and $a>1$ for all $\tau, 0<\tau<1$.

## 5. Numerical Results

It is interesting to compare the numerical values of $c_{n}$ from the recurrence relation in (3.4) with those in (3.82).

| $n$ | $c_{n}$ | Right-hand side of (3.82) |
| ---: | :---: | :---: |
| 5 | 0.242188 | 0.265840 |
| 10 | 0.163236 | 0.171669 |
| 20 | 0.108161 | 0.110857 |
| 50 | 0.061541 | 0.062186 |
| 100 | 0.039946 | 0.040157 |
| 150 | 0.030980 | 0.031093 |
| 200 | 0.025875 | 0.025932 |

Since $\alpha(t)$ is symmetric about $\frac{1}{2}$, the recursion relation (1.6) becomes

$$
\begin{equation*}
p_{n+1}(t)=\left(t-\frac{1}{2}\right) p_{n}(t)-C_{n} p_{n-1}(t) . \tag{5.1}
\end{equation*}
$$

Below we give some tabular values of $C_{n}$, computed from Eqs. (1.5) and (1.6).

| $n$ | $C_{n}$ |
| ---: | :---: |
| 2 | 0.050000000000000000 |
| 3 | 0.091483516483516484 |
| 4 | 0.027682600853332560 |
| 5 | 0.126757610894292358 |
| 6 | 0.027839060601338983 |
| 7 | 0.081218046335405992 |
| 8 | 0.032401605452692483 |
| 9 | 0.151074967691985217 |
| 10 | 0.031094180111007488 |
| 11 | 0.089812239727242084 |
| 12 | 0.044544361600397104 |
| 13 | 0.102672745477775883 |
| 14 | 0.018920106686776286 |
| 15 | 0.141018772732868884 |
| 16 | 0.038697778693426457 |
| 17 | 0.080131958556034986 |
| 18 | 0.008672273693721123 |

The behavior of $C_{n}$ may have very likely a quasi-periodic structure in their index $n$ as pointed out to us by a referee (see $[1,3]$.) Recall the Rakhmanov result (1.7) which for certain $\alpha(t)$ gives $\lim _{n \rightarrow \infty} C_{n}=\frac{1}{16}$. It is pretty clear that the limit does not hold for the Cantor function. However, the sequence of arithmetic means that

$$
\begin{equation*}
\hat{C}_{n}:=\frac{1}{n-1} \sum_{k=2}^{n} C_{k} \tag{5.2}
\end{equation*}
$$

may very well converge to $\frac{1}{16}$, for instance, $\hat{C}_{18}=0.0662 .^{3}$

[^3]We have also appended a short table of the moments $c_{n}$ of the Riesz-Nagy singular function for $\tau=\frac{1}{2}$ and compared them with the asymptotic lead term. Here $a=3$. Note that $E^{\prime}(1)=-0.062578739$.

| $n$ | $c_{n}$ | Right-hand side of (4.57) |
| ---: | :--- | :--- |
| 5 | 0.036398 | 0.061019 |
| 10 | 0.011551 | 0.015255 |
| 50 | $0.575518(-3)$ | $0.610187(-3)$ |
| 100 | $0.145195(-3)$ | $0.149541(-3)$ |
| 150 | $0.664655(-4)$ | $0.677986(-4)$ |
| 200 | $0.375702(-4)$ | $0.381367(-4)$ |

The values of the coefficients $C_{n}$ in the recurrence relation (1.4) are the following:

| $n$ | $C_{n}$ |
| :---: | :---: |
| 2 | 0.054081632653061224 |
| 3 | 0.064037140851089735 |
| 4 | 0.055094142962727365 |
| 5 | 0.071043071430359994 |
| 6 | 0.050748893696793874 |
| 7 | 0.069932783984562577 |
| 8 | 0.063336870947548931 |
| 9 | 0.055038382031551573 |
| 10 | 0.061642069230379927 |
| 11 | 0.074309849404644070 |
| 12 | 0.052524554646968216 |
| 13 | 0.062715799920415958 |
| 14 | 0.060168499052997664 |
| 15 | 0.062912947574403845 |
| 16 | 0.071113030506618068 |
| 17 | 0.058758087546552993 |

Recall the Rakhmanov result: $\lim _{n \rightarrow \infty} C_{n}=\frac{1}{16}$ for appropriate functions. The values of $C_{n}$ seem to hover about $\frac{1}{16}=0.0625$. Perhaps their behavior is also quasi periodic. The figures suggest a convergence of the sequence of arithmetic means

$$
\hat{C}_{n}:=\frac{1}{n-1} \sum_{k=2}^{n} C_{k}
$$

to $\frac{1}{16}$ more vigorous than that of the mean values of $C_{n}$ for the Cantor function. This is probably due to the fact that this function satisfies at least one of the Rakhmanov criteria: it is strictly increasing.

In the limit as $\tau \rightarrow 0, \alpha(t) \rightarrow t$, and we get the monic shifted Legendre polynomials, with $C_{n}=n^{2} / 16\left(n^{2}-\frac{1}{4}\right)$. One would expect that for smaller values of $\tau$ the $C_{n}$ would hover even more closely around $\frac{1}{16}$. Furthermore, the sequence of arithmetic means seem to converge much more rapidly to $\frac{1}{16}$ than those for $\tau=\frac{1}{2}$.

## Acknowledgments

We thank Dr. Robin Carr of the Department of Mathematics and Computer Science at Drexel University, who produced the computations in Section 5 of this paper, and the helpful remarks of the referces.

## References

1. G. A. Baker, D. Bessis, and P. Moussa, A family of almost periodic Schrödinger operators, Phys. A 124 (1984), 61-77.
2. D. Bessis, J. S. Geronimo, and P. Moussa, Mellin transforms associated with Julia sets and physical applications, J. Statist. Phys. 34 (1984), 75-110.
3. D. Bessis, Orthogonal polynomials, Padé approximations and Julia sets, in "Orthogonal Polynomials, Theory and Practice" (P. Nevai, Ed.), NATO ASI Series C, Vol. 294, NATO, 1990.
4. T. H. Chlhara, "An Introduction to Orthogonal Polynomials," Gordon \& Breach, New York, 1978.
5. A. Erdélyı et al., "Higher Transcendental Functions," 3 vols., McGraw-Hill, New York, 1953.
6. M. A. Evgrafov, "Asymptotic Approximation and Entire Functions" (Allen Shields, Trans.), Gordon \& Breach, New York, 1961.
7. K. Falconer, "Fractal Geometry: Mathematical Foundations and Applications," Wiley, New York, 1990.
8. G. Freud, "Orthogonal Polynomials," Pergamon, New York, 1955.
9. J. S. Geronimo and D. P. Hardin, An exact formula for the measure dimensions associated with a class of piecewise linear maps, Constr. Approx. 5 (1989), 89-98.
10. E. Hewitt and K. Stromberg, "Real and Abstract Analysis," Springer-Verlag, New York, 1965.
11. P. G. Neval, "Orthogonal Polynomials," Mem. Amer. Math. Soc., Vol. 213, Amer. Math. Soc., Providence, RI, 1979.
12. P. G. Neval, Géza Freud, orthogonal polynomials, and Christoffel functions. A case study, J. Approx. Theory 48 (1986), 3-167.
13. W. Van Assche, "Asymptotics for Orthogonal Polynomials," Lecture Notes in Mathematics, Vol. 1265, Springer-Verlag, New York, 1980.
14. G. N. Watson, "A Course of Modern Analysis," Cambridge Univ. Press, Cambridge, 1962.
15. J. Wimp, "Sequence Transformations and Their Applications," Academic Press, New York, 1981.
16. R. Wong, "Asymptotic Approximation of Integrals," Academic Press, New York, 1990.

[^0]:    * Research supported by the National Science Foundation under Group Grant 8901610.

[^1]:    ${ }^{1}$ The problem is even more difficult when the support of $d x$ is unbounded. A major class of problems in this area is the redoutable Freud problem and its variants. There has accumulated by now an enormous literature on this subject, and some prominent names in this effort are Saff, Lubinsky, Magnus, Nevai, and Rakhmanov. An excellent overview of the subject is given in Nevai's article [11]. See also the references given in [12].

[^2]:    ${ }^{2}$ Reference [10] calls this function the Lebesgue singular function.

[^3]:    ${ }^{3}$ To obtain $C_{n}$ it was necessary to avoid a loss of significant figures in $G_{n}$. The loss is catastrophic. $G_{n}$ seems to have a magnitude about $10^{-k}$, where $k$ is $n(n-2)$. Since the moments $c_{n}$ decay slowly, this exponent represents roughly the significant figures lost in a straightforward evaluation of the determinants. The loss was avoided by doing all the operations in integer arithmetic using MAPLE, including the computation of the moments $c_{n}$. (This required manipulating rational numbers whose numerators and denominators were 1000 -digit integers). Only at the last step were the figures converted to decimal representation. The values given are accurate to all places. We have given more places for these quantities than we gave for the moments to facilitate the application of summability methods to the sequence, should anyone care to do so. These remarks also apply to similar computations for the Riesz-Nagy functions.

